Time–energy relation of the n_TOF neutron beam: energy standards revisited
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Abstract

The accurate determination of neutron cross-sections as a function of the neutron energy at a time-of-flight facility requires a precise knowledge of the time–energy relation for the neutron beam. For the n_TOF neutron beam at CERN, produced by spallation of high-energy protons on a Pb target, the time–energy relation is connected to the production mechanism and to the subsequent moderation process. A calibration of the neutron energy scale is proposed based on detailed Monte Carlo simulations of the facility. This time–energy relation has been experimentally validated by means of dedicated measurements of standard energy resonances, from 1 eV to approximately 1 MeV. On the basis of the present measurements, it is proposed to correct the energy of the 1.3 eV resonance of $^{193}$Ir, which is commonly considered as an energy standard.
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1. Introduction

The need of high-quality neutron cross-section data, in particular for actinides and radioactive-fission products, has recently prompted the construction of a novel neutron time-of-flight facility, n_TOF, at CERN [1]. The neutron beam is generated via spallation of Pb by 20 GeV/c protons, and subsequent moderation in a 5 cm thick layer of cooling water, surrounding the spallation target. Neutrons emerging in the forward direction, propagate through a vacuum tube to the experimental area, located approximately 185 m downstream. Two collimators and several concrete and iron shielding walls are placed along the path in the time-of-flight tunnel. The main characteristics of the facility, that are extremely high instantaneous neutron flux, the excellent energy resolution and the broad neutron energy range, allow high precision measurements for a variety of isotopes, especially for radioactive ones, which is of interest both for Nuclear Astrophysics [2] and for application to emerging nuclear technologies, in particular for the design of Accelerator Driven Systems for nuclear waste transmutation [3].

The measurements, planned or currently performed at n_TOF, aim at studying cross-sections as a function of neutron energy. Since the spallation source provides a white neutron beam, the quality of the measurement strongly depends on the determination of the neutron energy, which must be reconstructed from the measured time-of-flight. Hence, a precise knowledge of the time–energy relation is mandatory to obtain high-accuracy cross-sections data at all energies.

As for all spallation facilities, the effective length of the flight path at n_TOF is the sum of the geometrical length, defined as the distance between the outer face of the moderator and the reaction sample, plus the “moderation distance”, that is the effective distance covered by the neutron during the moderation process inside the spallation target and the water moderator [4]. Since one does not know the moderation distance for each detected neutron, an average value has to be used. This average and its energy dependence, can be inferred from detailed simulations of the spallation and moderation processes, by generating a distance distribution for different neutron energies. Even though simulations can provide a realistic estimate of the effective length of the neutron flight path and its dependence on the neutron energy, these results need to be experimentally validated. To this end, a dedicated measurement campaign was performed at n_TOF. In particular, the time–energy relation was determined in the range between 1 eV and 1 MeV, by means of several capture resonances, which are considered as neutron energy standards. After a discussion of the simulated time–energy relation, the experimental technique and the results obtained for the time–energy relation of the n_TOF neutron beam are presented. The present results imply a revision of the energy of one of the commonly used standard resonances.

2. Simulations

At a time-of-flight facility, the absolute neutron energy can be determined from the length of the flight path and from the flight time, via the relation

\[ E = \left( \frac{72.2977}{L} \right) \frac{L}{t} \]  

(1)

where \( E \) (in eV) is the nonrelativistic neutron energy, \( L \) is the effective flight path in meters and the flight time \( t \) is expressed in \( \mu s \). Above a few keV, relativistic corrections, or directly the relativistic expression, should be used.

At a spallation neutron source, the effective length of the flight-path is influenced by the moderation process, which results in an additional distance to be added to the geometrical flight base. For convenience, one can express the effective length \( L \) as the sum of a fixed length \( L_0 \) and an energy-dependent term \( \Delta L \) (it should be noted that \( L_0 \) represents the geometrical length plus the energy-independent term of the moderation distance). In the case of the n_TOF neutron beam, the energy-dependent term of the moderation distance \( \Delta L \) has been studied by means of Monte Carlo simulations using the codes FLUKA and CAMOT (for consistency with experimental observables, the neutron path inside the target-moderator assembly
is evaluated from the moderation time at the final neutron energy, i.e. \( L_{\text{mod}} = vt_{\text{mod}} \); see Ref. [4] for more details). The mean of the simulated distribution of the moderation distance has been calculated for selected neutron energies. Fig. 1 shows the results of the simulations: the additional length \( \Delta L \), and consequently the total flight-path length, increases as a function of neutron energy, up to several hundred keV, and then starts decreasing, as a consequence of the diminishing importance of the moderation process for higher energy neutrons.

The values of \( \Delta L \) obtained from the simulations can be expressed up to few hundred keV by the simple relation

\[
\Delta L = 0.101 \sqrt{E}
\]

where \( \Delta L \) is in cm and \( E \) is the neutron energy in eV.

The energy dependence of the flight-path length can be included in the time–energy relation through an iterative procedure: as a first step, the approximate neutron energy is calculated from the measured time-of-flight, by applying Eq. (1) with only the fixed term of the flight-path length (i.e. \( L_0 \)). With this approximate neutron energy, the additional length \( \Delta L \) is then calculated, by applying the appropriate energy dependence (for example Eq. (2)). Finally, the accurate neutron energy is calculated with Eq. (1), using now \( L = L_0 + \Delta L \) the total, effective length of the flight path.

A more convenient way to calculate the neutron energy can be used if \( \Delta L \) varies with the square root of the neutron energy, as predicted from the simulations in the case of the \( n_{\text{TOF}} \) neutron beam. In fact, it can be shown from Eq. (1) that the addition of a suitably chosen offset \( t_0 \) on the measured time-of-flight corresponds to an additional flight-path \( \Delta L \) according to the following expression:

\[
\Delta L = -\frac{\sqrt{E}}{72.2977} t_0
\]

(note that an increase in the flight-path length corresponds to a negative \( t_0 \)). In this assumption, the neutron energy can be immediately calculated from Eq. (1), without a second iteration, with the fixed flight-path length \( L_0 \), and with the time \( t \) given by the measured time-of-flight plus an experimentally determined \( t_0 \). For the \( n_{\text{TOF}} \) neutron beam, the value of \( t_0 \) predicted on the basis of the Monte Carlo simulations can be estimated, by comparing Eqs. (2) and (3), to be approximately 73 ns.

In light of these considerations, an experimental calibration of the time–energy relation for the \( n_{\text{TOF}} \) neutron beam reduces to the determination of the fixed flight-path length \( L_0 \) and of a suitable offset on the time-of-flight, \( t_0 \).

3. Experimental time-to-energy calibration

The time–energy relation for the \( n_{\text{TOF}} \) neutron beam was studied by measuring specific cross-section resonances, adopted as energy standards [5,6]. To be used for this purpose, the resonances need to be narrow and symmetric, and their energy to be known with very high accuracy, typically below one per thousand. The time–energy relation was investigated in the typical energy range of capture reactions, between 1 eV
and approximately 1 MeV, by measuring the three reactions: $^{193}$Ir(n,$\gamma$), $^{238}$U(n,$\gamma$) and $^{32}$S(n,$\gamma$). Table 1 lists the resonances in the capture cross-sections for the three samples, used as energy standards in the present analysis.

The experimental apparatus used in the measurement consisted in two liquid scintillator C$_6$D$_6$ detectors, optimized for low neutron sensitivity [7]. The samples were mounted on a sample-changer in air, with 75 $\mu$m thick mylar windows at the vacuum-air interface. Very thin samples of $^{238}$U and $^{193}$Ir were used, while for $^{32}$S the sample thickness was approximately 1 mm. The detector signals were recorded with fast Flash ADCs of the standard n_TOF acquisition system [8].

The Pulse Height Weighting Technique was applied for all resonances, except the highest in energy, in order to obtain the capture yield [9]. The energy calibration of the C$_6$D$_6$ detectors was performed by means of $^{137}$Cs, $^{60}$Co and Pu/C $\gamma$-ray sources. The neutron energy is calculated according to Eq. (1) and its relativistic extension, using the time-of-flight measured relative to the proton beam pulse, based on the reference signal provided by the prompt $\gamma$-flash detected in the C$_6$D$_6$ detectors.

For the determination of the capture yield, the n_TOF neutron flux, measured with a calibrated fission chamber, was used [10]. The integrated neutron fluence was estimated from the total number of protons impinging on the spallation target. The background was not subtracted from the yield, but treated as a free parameter in the resonance analysis.

The resonances in the capture yield for the three samples were analyzed with the multi-level analysis code SAMMY [11]. For all considered resonances, the neutron and gamma widths were fixed to the tabulated values of Refs. [12,13], or allowed to vary within the tabulated uncertainty. The energy of the resonance, the normalization factor and the background level were kept as free parameters. While for the $^{193}$Ir and $^{238}$U resonances, the measured resonance width is affected mainly by Doppler broadening, the analysis of the $^{32}$S resonances required a careful consideration of the energy resolution of the n_TOF neutron beam, which becomes important for narrow resonances above a few keV. In the present analysis, the RPI resolution function, included in the standard release of the SAMMY code was used. This function, consisting of a $\chi^2$ function and two exponential terms, was chosen since it reproduces reasonably well the broadening related to the moderation process for the n_TOF installation. The parameters of the RPI function have been determined from a systematic analysis of Monte Carlo simulations of the spallation and moderation processes, for different neutron energies [14]. In order to reproduce the shape of the measured resonances, two out of the nine parameters of the RPI function, that is the width of the $\chi^2$ distribution and the normalization of the two exponential terms, were allowed to vary within the estimated 20% uncertainty related to the parameterization of the simulated resolution functions. By choosing the corresponding option in SAMMY, the resonance energy was determined as the centroid of the fitting distribution, in order to allow for a meaningful comparison with the results of the simulations, discussed in Section 2.

Figs. 2–4 show the yield for the standard energy resonances measured for the three capture reactions. The curves represent the results of the SAMMY R-matrix analysis. Since the expected energy dependence of the term $\Delta L$ starts becoming important only above a few keV, the low-energy $^{193}$Ir and $^{238}$U resonances were first analyzed in order to determine the energy-independent term, $L_0$, in the flight-path length (according to Eq. (2),

Table 1

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$E$</th>
<th>$\Gamma_n$</th>
<th>$g\Gamma_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{193}$Ir(n,$\gamma$)</td>
<td>1.298(1)eV</td>
<td>83.3(80)meV</td>
<td>0.421(5)meV</td>
</tr>
<tr>
<td>$^{238}$U(n,$\gamma$)</td>
<td>6.673(1)eV</td>
<td>23.4(3)meV</td>
<td>1.49(2)meV</td>
</tr>
<tr>
<td>$^{238}$U(n,$\gamma$)</td>
<td>20.864(3)eV</td>
<td>22.5(8)meV</td>
<td>10.2(2)meV</td>
</tr>
<tr>
<td>$^{238}$U(n,$\gamma$)</td>
<td>36.671(6)eV</td>
<td>23.5(3)meV</td>
<td>33.8(2)meV</td>
</tr>
<tr>
<td>$^{238}$U(n,$\gamma$)</td>
<td>66.015(10)eV</td>
<td>23.7(1)meV</td>
<td>24(1)meV</td>
</tr>
<tr>
<td>$^{32}$S(n,$\gamma$)</td>
<td>30.388(23)keV</td>
<td>1.01(50) eV</td>
<td>0.0863(11) keV</td>
</tr>
<tr>
<td>$^{32}$S(n,$\gamma$)</td>
<td>97.550(7)keV</td>
<td>0.323(23)eV</td>
<td>0.234(4)keV</td>
</tr>
<tr>
<td>$^{32}$S(n,$\gamma$)</td>
<td>513.33(10)keV</td>
<td>3.10(28) keV</td>
<td>0.024(5)keV</td>
</tr>
<tr>
<td>$^{32}$S(n,$\gamma$)</td>
<td>819.34(18)keV</td>
<td>0.41(11) eV</td>
<td>1.69(20)keV</td>
</tr>
</tbody>
</table>
\[ \Delta L \text{ amounts to less than 3 cm at 800 eV, which corresponds to a relative contribution of } 1.6 \times 10^{-4}, \text{ a value comparable to the uncertainty of the present analysis}. \]

From the analysis of the \(^{238}\text{U}\) resonances, shown in Fig. 2, a value of \(185.20 \pm 0.01\) m has been derived for \(L_0\) (whereas the geometrical distance of the sample from the exit window of the spallation target is 185.05 m). With this value, the energy of all considered resonances of \(^{238}\text{U}\) agreed with the standard values within the quoted uncertainties.

When using the value of \(L_0\) determined from the \(^{238}\text{U}\) standard resonances, a discrepancy is observed for the 1.298 eV resonance of \(^{193}\text{Ir}\). The SAMMY fit, shown in Fig. 3, yields an energy of 1.3047(3) eV for this resonance. This result is 0.54% higher than the adopted standard energy, much higher than the uncertainty quoted for the standard energy, as well as that estimated for the present measurement. More importantly, the difference between the measured and tabulated values for the resonance energy is incompatible with the results obtained for the \(^{238}\text{U}\)(n,γ) reaction. In fact, a change in the length of the flight-path, to account for the observed difference in the \(^{193}\text{Ir}\) resonance, would result in systematically higher energies for all measured \(^{238}\text{U}\) resonances than are tabulated. Therefore, it was concluded that the energy of the \(^{193}\text{Ir}\) resonance may be
affected by a systematic error, and should be revised. To further investigate this issue, we considered all currently available measurements for this resonance, shown in Table 2 [15]. As can be noted, only one of the measurements (Fisher et al.) has reported a value of 1.298 eV, although with a very small uncertainty. All other measurements indicate an energy close to the 1.305 eV obtained in our analysis. Possibly, an unknown systematic uncertainty in the measurement of Fisher et al., may have led to this discrepancy. Our result clearly yields a higher energy for this resonance of $^{193}$Ir, and indicates the need for a revision of this standard. Because of this discrepancy, it was decided to disregard the $^{193}$Ir(n, $\gamma$) measurement in the time–energy calibration.

Having determined the fixed term of the flight path from the $^{238}$U(n, $\gamma$) resonances, the capture reaction of $^{32}$S was studied to characterize the energy-dependent term $\Delta L$ or equivalently, the offset $t_0$ in time-of-flight. Several well-resolved resonances in the $^{32}$S(n, $\gamma$) reaction, included in the list of energy standards, can be used to cover a broad energy range, from a few keV to approximately 1 MeV, and are therefore appropriate to study the time–energy relation. The resonances used in the present analysis are shown in Fig. 4, together with the results of SAMMY fits. Contrary to the low-energy resonances, for which the Doppler broadening dominates, the energy resolution of the beam becomes important above a few keV, and affects the extracted resonance widths. Consequently, the shape of the resonance deviates from a Breit–Wigner form, and becomes more asymmetric, with a low-energy tail which affects the determination of the resonance energy. Fig. 4 shows that the shape of the resonances is well reproduced with the RPI resolution function adopted for n_TOF, thus providing confidence in the extracted resonance energies.

A discrepancy was observed for the neutron width of the resonance at 30.388 keV. In Ref. [12], this resonance is assigned an orbital angular momentum $I = 1$ and a total spin $J = \frac{1}{2}$. In the present analysis, it is found that, while $g\Gamma_n$ agrees perfectly with the tabulated value, the assumption of $J = \frac{1}{2}$ leads to a neutron width half of the tabulated one. On the contrary, both $g\Gamma_n$ and $\Gamma_n$ agree with previous measurements if $J = \frac{1}{2}$ is used.

The first column of Table 3 reports the energy of the resonances measured in the present work, obtained with a fixed flight-path length of 185.2 m. The second column shows the deviation from the standard value, reported in Ref. [13]. This discrepancy is still small at 30 keV, but increases up to almost one percent at higher energies. This clearly indicates an energy dependence in the length of the flight-path. As an example, good agreement (within 0.1% for most resonances) is obtained if one keeps the value of $L_0 = 185.2$ m in the energy range 1 eV to 400 keV, and changes to $L_0 = 185.5$ m in the energy range 400 keV–1 MeV.

As previously mentioned, an additional length in the flight path varying with the square root of the neutron energy can be replaced by a suitable offset in time-of-flight. In this case, the resonance

<table>
<thead>
<tr>
<th>$E_{\text{Fit}}$ (eV)</th>
<th>Deviation from standard value (%)</th>
<th>$\Delta L$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3047(3)</td>
<td>0.5</td>
<td>-46.3</td>
</tr>
<tr>
<td>6.6752(6)</td>
<td>-0.03</td>
<td>2.8</td>
</tr>
<tr>
<td>20.865(2)</td>
<td>0.005</td>
<td>-0.5</td>
</tr>
<tr>
<td>36.678(4)</td>
<td>0.02</td>
<td>-1.9</td>
</tr>
<tr>
<td>66.02(1)</td>
<td>0.01</td>
<td>-0.9</td>
</tr>
<tr>
<td>30.330(2) keV</td>
<td>-0.19</td>
<td>17.6</td>
</tr>
<tr>
<td>97.29(6)</td>
<td>-0.26</td>
<td>24.1</td>
</tr>
<tr>
<td>509.256(24)</td>
<td>-0.8</td>
<td>74.1</td>
</tr>
<tr>
<td>811.47(4)</td>
<td>-0.97</td>
<td>89.8</td>
</tr>
</tbody>
</table>

Table 3

| Energy of standard resonances measured at n_TOF, calculated with a fixed length of the flight-path ($L_0 = 185.2$ m). |

The deviations of the measured resonances from the standard values are listed in the second column. The corresponding additional flight-path length $\Delta L$ is reported in the third column.
energies vary according to
\[ dE \propto E^{3/2} \, dt_0 \]  
(4)
where \( t_0 \) represents the time offset.

The optimal value of the time offset has been determined by minimizing the root mean square deviation of the measured energy from the tabulated values for the \( ^{32}\text{S} \) resonances used in the present analysis. Fig. 5 shows the remaining deviations from the standard values after applying a correction of \( t_0 = -68 \pm 13 \) ns (solid symbols and solid line). For comparison, the open symbol shows the deviation of the energy obtained by using the standard value for the \(^{193}\text{Ir} \) resonance. The need of a reduction of this resonance energy by 0.5% is evident.

As previously mentioned, the addition of a negative offset corresponds to an additional length in the flight path, which varies with the square root of the neutron energy. Therefore, the present results can be directly compared with the results of the Monte Carlo simulations with FLUKA and CAMOT, in Fig. 1 [4]. In particular, the experimentally determined value of \( t_0 \) leads to
\[ \Delta L = (0.094 \pm 0.018) \sqrt{E}. \]

The agreement with the predicted trend of Eq. (2) is striking, and confirms the correctness of the simulations in an energy region where the effect of the moderation process is dominant.

4. Conclusions

The time-energy calibration of the n_TOF neutron beam has been performed by measuring the energy standard resonances in the capture cross-sections of \(^{193}\text{Ir}, \, ^{238}\text{U} \) and \(^{32}\text{S} \). At low energy, where the energy dependence of the moderation distance is negligible, the length of the flight path has been determined from four resonance in the \(^{238}\text{U}(n,\gamma) \) reaction. The measurements of the 1.298 eV resonance in the \(^{193}\text{Ir}(n,\gamma) \) cross-section indicate that this standard needs to be revised to a value of 1.3047 \( \pm 0.0003 \) eV. In the keV energy range, the dependence of the moderation distance as a function of the neutron energy has been confirmed by means of the standard \(^{32}\text{S} \) resonances, as had been predicted by detailed simulations of the spallation and moderation process. A square-root dependence, or equivalently, an offset of the measured time-of-flight, has been proven to describe reliably both the simulations and the experimental results. In particular, the time-energy calibration performed by analysing the \(^{32}\text{S} \) resonances, indicates a value for the offset of \( -68 \pm 13 \) ns, consistent with the simulations. Although the present results have been obtained in the energy range below 1 MeV, which is typical of capture reactions, they provide strong evidence for the accuracy of the simulations which, therefore, can be used also at higher energies.
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